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Abstract: Power load forecasting is very important for power dispatching. Accurate load 
forecasting is of great significance for saving energy, reducing generating cost and improving social 
and economic benefits. In order to accurately predict the power load, based on BP neural network 
theory, combined with the advantages of Clementine in dealing with big data and preventing 
overfitting, a neural network prediction model for large data is constructed. The test results show 
that the model is effective and feasible, and achieves the expected results. It can achieve accurate 
prediction of user power consumption and greatly improve the accuracy of power grid dispatching.   

1. Introduction 
The accurate prediction of power load is of great significance for the electric power production and 

the safe operation of the power grid and the national economy[1]. Short term load forecasting is an 
important part of energy management system. The prediction error directly affects the analysis results 
of subsequent safety check of power grid, which is of great significance for dynamic state estimation, 
load scheduling and cost reduction [2-4]. Traditional prediction methods are based on linear 
regression, such as time series method, analysis method and pattern recognition method has defects of 
respectively[5], which leads to the prediction accuracy is not ideal; fuzzy control is a kind of 
controller based on fuzzy rules, the core problem is the membership functions of the fuzzy sets, fuzzy 
knowledge and fuzzy planning the quantitative setting, and does not adapt to the object transform, no 
self-organizing learning ability[6]; Pattern discrimination is difficult to deal with the problem of 
decentralization in large areas[7].Due to neural network[8-10]has the inherent properties of parallel 
processing, learning and memory, nonlinear mapping, adaptive ability and robustness, it is very 
suitable for power load forecasting. This article relies on the advantages and convenience of 
Clementine in dealing with large data, a large data load forecasting method based on BP neural 
network is proposed. Through the prevention of over fitting training the historical data, the neural 
network model is constructed to predict the daily load. The model has advantages in prediction 
accuracy and time overhead. 

2. The basic funamental of BP neural network 
2.1 The structure of BP neural network  

BP neural network is a multi-layer network with error reverse propagation, which is composed of 
input layer nodes, hidden layer nodes and output layer nodes. There is no correlation between the 
same layer nodes, and the forward connection between the different layers of nodes. For the input 
signal, the input signal is propagated to the hidden layer node. After the function transformation, the 
input signal of the hidden layer node is propagated to the output layer node. The basic idea is that in 
the forward propagation, the input sample is passed from the input layer and the hidden layer is 
processed to the output layer by layer by layer. If the actual output of the output layer does not 
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correspond to the expected output, the reverse propagation phase of the steering error is made. The 
back propagation of error is the output error in some form of back-propagation through the hidden 
layer to the input layer in some form, and the error is allocated to all the units of each layer, so as to 
get the error signal of each layer. This error signal is the basis for correcting the weights of each unit. 
The adjustment process of the weights of each layer of forward propagation and error back 
propagation is carried out round and round. The process of constant adjustment of weight is the 
learning and training process of the network. This process has been reduced to an acceptable level of 
error to the network output, or to a predetermined number of learning times. The network structure is 
shown in Figure 1. 

 
Figure 1. Neural network structure 

The general model of artificial neural network consists of four basic elements, which are: 
(1)The BP neural network is linked by different node coefficients. When connecting weights and 

weights are positive, it indicates that the current link is an exciting state. Conversely, if the link 
coefficient is negative, the link state is a state of suppression. 

(2) The input signal and the linear signal are the combination of the signals for each input signal. 
(3) The function of the nonlinear activation function: making the neuron output signal within a 

certain range. 
(4) kθ  represents one of the neuron thresholds. 
(5)The Excitation function ( )f •  using the frequently used function sigmoid . 
The following are the functions of using mathematical expressions to represent the above basic 

elements: 
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Where i (1, 2 k)x … is input signal for the system, i(1,2 k)kw … is the weight coefficient of the K neuron, 

ku is the results of the weighted sum of each input signal, kθ  is the threshold of the kth neuron, ( )f •  

is nonlinear activation function, ky  is the kth neuron output signal, Em  is the error function for the 

calculation of the M sample, tmi  is the expected output, miO  is the network computing output, λ  is 
the slope parameter of activation function, different parameters, and the slope is different. 
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2.2 The determination of the number of network layers 
BP neural network is back propagating, mainly composed of three parts: input layer, middle layer 

and output layer. The number of nodes in the input and output layers is relatively easy to determine, 
but the determination of the number of nodes in the hidden layer is a very important and complex 
problem. At present, there is no standard method to determine the number of nodes in the hidden layer. 
If the selection is too small, the performance of the neural network is poor or not trained, cannot 
produce enough to satisfy the right combination of connected learning neural network for sample 
selection; if too much, although you can make the system error of the neural network is smaller, but at 
the same time, the network training time will be increased, and it is easy to fall into the local small 
points and can not reach the most available solution. 

There are several reference formulas for how to determine the number of nodes in the hidden layer: 
(1) 1n n m a= + + , among them, 1n is the number of hidden layer units, n is the number of input 

layer units, m is the number of output layer units, a  is a constant between [1,10]. 
(2) 1 2logn n= , among them, 1n is the number of hidden layer units, is the number of input layer 

units. 
Because the climate and season change little on the same date, the main influencing factor is time 

factor, so in this problem, we only consider the relation between time factor and load size. So we 
choose from March 1, 2015 to March 19th, the daily load of 1:00-24:00 ten lines as the input of neural 
network prediction model, Mar.01, Mar.02, Mar.03,... Mar.19. Using the power load of ten lines in 
March 20th as the output of the neural network prediction model, Mar.20. The neural network model 
designed in this paper has 19 input nodes and 1 output nodes. After many experiments, the network 
performance is best when the nodes of the hidden layer are 10. 

This article starts from the reality, according to the user power load at every hour of 1:00-24:00 in 
the first 19 days of March, the user load value of each time of twentieth 1:00-24:00 is predicted. The 
Power load forecasting index system as shown in Figure 2. 

 
Figure 2. Power load forecasting index syste 

2.3 Gradient descent algorithm 
Firstly, suppose the network have M  layers, and the input of the algorithm is a set of samples 

for the correct behavior of the network: 1 1 2 2{ , },{ , },...,{ , }q qp t p t p t .Here qp  is the input of the 
network, qt is the corresponding target output. For each input sample, the network output is 
compared with the target.The algorithm will adjust the network parameters to minimize the mean 
variance: 

                         ( ) [ ] [( ) ( )]T TF x E e e E t a t a= = − − ,                   (6) 

Approximating the performance index by the next Formula: 
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In the above formula, the expected value of the mean square error is replaced by the mean square 
variance of the k  times iteration. The first step of the BP algorithm is to propagate through the 
network input: 

2a p= ,                          (8)                                                                   
1 1 1 1( ), 0,1,..., 1m m m m ma f W a b m M+ + + += + = −  ,       (9)   

Ma a= ,                             (10)                                                                    

Then antipropagation based on sensitivity: 
1 1( )( ) , 1,..., 2,1m m m m T ms F n W s m M+ += = − ,          (11) 

Finally, the approximate final descent method is used to update the weights and bias values 
1( 1) ( ) ( )m m m m TW k W k s aa −+ = − ,                 (12) 

( 1) ( )m m mb k b k sα+ = − ,                           (13)  

The above steps are iterated one by one until the difference between the corresponding and 
objective ( )F x  functions in BP network reaches an acceptable level, then the trained network is 
applied to load forecasting. 

2.4 The training and implementation of the model 

 
Figure 3. The training model neural network 
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First, initialize the network weight value and weight coefficient,import the first pair of samples 

and calculate the output of each layer.second,Using the formula 2

1 1
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the error,if q p<  then the p  value is increased by 1 and return to the original location,else adjust 
the weights and thresholds value of each layer of network by the calculated error,and the q value is 
increased by 1. Finally, judge the size of the error value, if the error value is less than the minimum 
error value, the training ends, or output 0, 1E p= =  to the original position and repeat training. The 
training model is shown in Figure .3. 

3. Results 
3.1 The establishment of simulation model 

The large data prediction model for the user's electricity consumption is implemented in the 
Clementine software. Firstly, a neural network prediction model is set up as shown in Figure .4. 

 
Figure 4. The prediction model of neural network 

The first 19 days of data are involved in the modeling of the neural network model, so the type is 
selected as input. Since the twentieth day data only participates in the final result and does not 
participate in the modeling, the type of twentieth days is selected as none, as shown in Figure. 5. 

 
Figure 5. The input and output setting of the prediction model 

After training, the model is generated, and data is introduced into the neural network prediction 
model for large data prediction. The prediction structure is shown in Figure.6.  

 
Figure 6. The data prediction structure 
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From March 1st to March 19th we will load each time the value of each line in the form of Excel 
into the neural network model, and the classification of the training data, learning data in 70%, 15% 
test data, 15% verification data division, in order to improve the prediction accuracy of neural 
network. Data classification settings are shown in Figure. 7. 

 
Figure 7. The data classification settings 

The classified data is shown in Figure .8. 

 
Figure 8. The classified data 

The biggest advantage of Clementine software is its massive data processing capability and its 
convenience. In order to prevent the overfitting of prediction results, we set the parameters of neural 
network models to prevent training over fitting, as shown in the Figure.9. 

 
Figure 9. Prevent over fitting setting 

The predicted results obtained after training are shown in Figure .10. 
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Figure 10. The prediction results 

3.2 Analysis of experimental results 
By selecting the load prediction results of 403 and 411 lines, as shown in Figure.11. and Figure.12. 

We can see that the actual values of the lines basically match the predicted values, but there are also 
some errors, especially in the peak period of electricity consumption. 

 
Figure 11. Comparison of power load forecasting of 403 line 
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Figure 12. Comparison of power load forecasting of 411 line 

The maximum error of the trained neural network prediction model is 0.267, and the minimum 
prediction error is -0.18, the prediction accuracy is 97.358%. 

From the comparison between prediction data and actual data, the BP neural network has better 
prediction performance and relatively small error, which can meet the demand completely, and has 
fast prediction speed and convenient operation. 

4. Conclusion 
The trend of mass data in power system provides a basis for load characteristic analysis and 

prediction model establishment, but the classical load forecasting method can not afford such a huge 
time and computing resource consumption. The problem of over fitting in large sample set will affect 
the prediction accuracy. In this paper, a power load forecasting model is built by using the BP neural 
network model, making full use of the powerful data processing function of Clementine and 
preventing the over fitting function. The experimental results show that the BP neural network model 
has good predictability and robustness, and has a certain practical application value. 
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